The enactment of the No Child Left Behind Act (NCLB) has resulted in an unprecedented and very direct connection between high-stakes assessments and instructional practice. Historically, the disassociation between large-scale assessments and classroom practice has been decried, but the current irony is that the influence these tests now have on educational practice has raised even stronger concerns (e.g., Abrams, Pedulla, & Madaus, 2003) stemming from a general narrowing of the curriculum, both in terms of subject areas and in terms of the kinds of skills and understandings that are taught. The cognitive models underlying these assessments have been criticized (Shepard, 2000), evidence is still collected primarily through multiple choice items, and psychometric models still order students along a single dimension of proficiency.

However, NCLB can be viewed as an opportunity to develop a comprehensive assessment system that supports educational decision making about student learning and classroom instruction consistent with theories and standards of subject matter learning. The purpose of this chapter is to propose a framework for designing coherent assessment systems, using science education as an exemplar, that provides useful information to policymakers at the same time it supports learning.
and teaching in the classroom. The framework is based on a review of existing literature on the nature of learning, particularly in science, emerging developments in assessment practices, and the organizational use of assessment evidence.

Developing large-scale assessment systems that can support decision making for state and local policymakers, teachers, parents, and students has proven to be an elusive goal. Yet the idea that educational assessment ought to better reflect student learning and afford opportunities to inform instructional practice can be traced back at least 50 years, to Cronbach’s (1957) seminal article “The Two Disciplines of Scientific Psychology.” These ideas continued to evolve with Glaser’s (1976) conceptualization of an *instructional psychology* that would adapt instruction to students’ individual knowledge states. Further developments in aligning cognitive theory and psychometric modeling approaches have been summarized by Glaser and Silver (1994); Pellegrino, Baxter, and Glaser (1999); Pellegrino, Chudowsky, and Glaser (2001); the National Research Council (2002); and Wilson (2004).

In this chapter, the authors propose an assessment framework for science education that is based on the idea of multilevel coherence. First, assessment systems are *externally coherent* when they are consistent with accepted theories of learning and valued learning outcomes. Second, assessment systems can be considered *internally coherent* to the extent that different components of the assessment system, particularly large-scale and classroom components, share the same underlying views of learners’ academic development. The challenge is to design assessment systems that are both internally and externally coherent.

We contend that while significant progress is being made in conceptualizing external coherence, the challenge to any substantial change in practice is predicated upon designing internally coherent systems that are not only consistent with theories of learning and practice, but are also pragmatic and scalable solutions in the face of very real constraints. Such designs will also need to give much more consideration to the quality and processes for interpreting assessment results across all stakeholders and decision makers in the educational system. As Coburn, Honig, and Stein (in press) have noted, the use of evidence in school districts is relatively haphazard and used to confirm existing practice, rather than used to investigate, in a disciplined manner, the validity of assumptions and practices operating in the educational system.

Coherence, like validity, is not an absolute to be attained but a goal to be pursued. Therefore, rather than defining an optimally coherent
assessment system, we attempt to outline the features of systems that maximize both internal and external coherence. We also describe challenges to establishing coherence, particularly in light of the very real constraints (e.g., cost and time available) that surround any viable assessment system. Although the focus is on science education, we believe that the basic line of argument is generalizable across content domains.

In order to support effective, assessment-based decision making, we need to consider a series of issues in the design of assessment systems. These issues guide the organization of the chapter.

1. What is the nature of the learning model on which the assessment is based?
2. How can assessments be designed to be externally coherent (i.e., attuned to the underlying learning model)?
3. How can assessment designs be implemented (for internal coherence, meaning both large-scale and classroom assessments) given practical constraints in the educational system?

A Learning Model to Guide Science Assessment

The major transformation under way in conceptualizing the learning goals for an externally coherent assessment system has been the recognition of three important perspectives: the cognitive, sociocultural, and epistemic. Including these three perspectives fundamentally broadens the nature of the construct underlying science assessment. This expansion of the construct means that assessment design involves more than simply improving the measurement of an existing construct.

The cognitive perspective focuses on knowledge and skills that students need to develop. Glaser's (1997) list of cognitive dimensions, derived from the human expertise literature, reflects a consensus among learning theorists (e.g., Anderson, 1990; Bransford, Brown, & Cocking, 1999). We add to Glaser's categories with our own commentary:

Structured, Principled Knowledge

Learning involves the building of knowledge structures organized on the basis of conceptual domain principles. For example, chess experts can recall far more information about a chessboard, not because of better memories, but because they recognize and encode familiar game patterns as easily recalled, integrated units (Chase & Simon, 1973).
Proceduralized Knowledge

Learning involves the progression from declarative states of knowledge (“I know the rules for multiplying whole numbers by fractions”), to proceduralized states in which access is automated and attached to particular conditions (“I apply the rules for multiplying by fractions appropriately, with little conscious attention,” e.g., Anderson, 1983).

Effective Problem Representation

As learners gain expertise, their representations move from a focus on more superficial aspects of a problem to the underlying structures. For example, Chi, Feltovich, and Glaser (1981) showed that experts organized physics problems on the basis of underlying physics principles, while novices sorted the problems on the basis of surface characteristics.

Self-Regulatory Skills

Glaser (1992) refers to learners becoming increasingly able to monitor their learning and performance, to allocate their time, and to gauge task difficulty.

Taken together, then, assessments ought to focus on integrated knowledge structures, the efficient and appropriate use of knowledge during problem solving, the ability to use and interpret different representations, and the ability to monitor and self-regulate learning and performance.

The socio-cultural/situative perspective focuses on the nature of social interactions and how they influence learning. From this perspective, learning involves the adoption of socio-cultural practices, including the practices within particular academic domains. Students of science, for example, not only learn the content of science; they also develop an “intellective identity” (Greeno, 2002) as scientists by becoming acculturated to the tools, practices, and discourse of science (Bazerman, 1988; Gee, 1999; Lave & Wenger, 1991; Rogoff, 1990; Roseberry, Warren, & Contant, 1992). This perspective grows out of the work of Vygotsky (1978) and others, and posits that learning and practices develop out of social interaction and thus cannot be studied with the traditional intra-personal cognitive orientation.

Certainly, some socio-cultural theorists would argue that attempts to administer some form of individualized and standardized assessment are antithetical to the fundamental premise of a theory that is based on social interaction. Our response is that all assessments are proxies that
can only approximate the measure of much broader constructs. Given the set of constraints that exist within our current educational system, we choose to strive for an accommodation of socio-cultural perspectives by attending to certain critical domain practices in our assessment framework, while acknowledging that we are not yet able to attend to all of those social practices. Mislevy (2006) has described models of assessment that reflect similar kinds of compromise.

What, then, are some key attributes of assessment design that would be consistent with a socio-cultural perspective and that would represent a departure from more traditional assessments? We focus on the tools, practices, and interactions that characterize the community of scientific practice.

Public Displays of Competence

Productive classroom interactions mandate a much more public display of student work and learning performances, open discussion of the criteria by which performance is evaluated, and discussion among teachers and students about the work and dimensions of quality. Gitomer and Duschl (1998) have described strategies for making student thinking visible through the use of various assessment strategies that include both an elicitation of student thinking through evocative prompts and argumentation discussions around that thinking in the classroom.

Engagement With and Application of Scientific Tools

Certainly, a great deal of curriculum and assessment development has focused on the use of science tools and materials in conducting some components of science investigations. Despite limitations noted later in the chapter, assessments ought to include activities that require students to engage with tools of science and understand the conditions that determine the applicability of specific tools and practices.

Self-Assessment

A key self-regulatory skill that is a marker of expertise is the ability and propensity to assess the quality of one’s own work. Assessments should provide opportunities, through practice, coaching, and modeling, for students to develop abilities to effectively judge their own work.

Access to Reasoning Practices

As Duschl and Gitomer (1997) have articulated, science assessment can contribute to the establishment and development of science practice
by students, facilitated by teachers. Certainly, the current emphasis on formative assessment and assessment for learning (e.g., Black & Wiliam, 1998; Stiggins, 2002) suggests that assessments can be designed to encourage productive interactions with students that engage them in important reasoning practices.

**Socially Situated Assessment**

Expertise is often expressed in social situations in which individuals need to interact with others. There is often exchange, negotiation, building on others’ input, contributing and reacting to feedback, etc. (Webb, 1997, 1999). Indeed, the ability to work within social settings is highly valued in work settings and insufficiently attended to in typical schooling, including assessment.

**Models of Valued Instructional Practice**

Assessments exist within an educational context and can have intended and unintended consequences for instructional practice (Messick, 1989). A primary criticism of the traditional high-stakes assessment methodology is that it has supported adverse forms of instruction (Amrein & Berliner, 2002a, 2002b). By attending to the socio-cultural practices described above, assessment designs provide models of practice that can be used in instruction.

The *epistemic* perspective further clarifies what it means to learn science by situating the cognitive and socio-cultural perspectives in specific scientific activities and contexts in which the growth of scientific knowledge is practiced. There are two general elements in the epistemic perspective—one disciplinary, the other methodological. Knowledge building traditions in science disciplines (e.g., physical, life, earth and space, medical, social), while sharing many common features, are actually quite distinct when the tools, technologies, and theories each uses are considered. Such distinctions shape the inquiry methods adopted. For example, geological and astronomical sciences will adopt historical and model-based methods as scientists strive to develop explanations for the formation and structures of the earth, solar system, and universe. Causal mechanisms and generalizable explanations aligned with mathematical statements are more frequent in the physical sciences where experiments are more readily conducted. Whereas molecular biology inquiries often use controlled experiments, population biology relies on testing models that examine observed networks of variables in their natural occurrence.
Orthogonal to disciplinary distinctions, the second element of the epistemic perspective includes shared practices like modeling, measuring, and explaining that frame students’ classroom investigations and inquiries. The National Research Council (NRC) report “Taking Science to School” (Duschl, Schweingruber, & Shouse, 2006) argues that content and process are inextricably linked in science. Students who are proficient in science:

1. Know, use, and interpret scientific explanations of the natural world;
2. Generate and evaluate scientific evidence and explanations;
3. Understand the nature and development of scientific knowledge; and
4. Participate productively in scientific practices and discourse.

These four characteristics of science proficiency are not only learning goals for students but they also set out a framework for curriculum, instruction, and assessment design that should be considered together rather than separately. They represent the knowledge and reasoning skills needed to be proficient in science and to participate in scientific communities, be they classrooms, lab groups, research teams, workplace collaborations, or democratic debates.

The development of an enriched view of science learning echoes 20th century developments in philosophy of science in which the conception of science has moved from an experiment-driven to a theory-driven to the current model-driven enterprise (Duschl & Grandy, 2007). The experiment-driven enterprise gave birth to the movements called logical positivism or logical empiricism, shaped the development of analytic philosophy, and gave rise to the hypothetico-deductive conception of science. The image of scientific inquiry was that of experiments leading to new knowledge that accrued to established knowledge. The justification of knowledge was of predominant interest. How that knowledge was discovered and refined was not part of the philosophical agenda. This early 20th century perspective is referred to as the “received view” of philosophy of science and is closely related to traditional explanations of “the scientific method,” which include such prescriptive steps as making observations, formulating hypotheses, making observations, etc.

The model-driven perspective is markedly different from the experiment model that still dominates K-12 science education. In this model, scientific claims are rooted in evidence and guided by our best-reasoned beliefs in the form of scientific models and theories that frame investigations and inquiries. All elements of science—questions, methods,
evidence, and explanations—are open to scrutiny, examination, and attempts at justification and verification. *Inquiry and the National Science Education Standards* (National Research Council, 2000) identifies five essential features of such classroom inquiry:

- Learners are engaged by scientifically oriented questions.
- Learners give priority to *evidence*, which allows them to develop and evaluate explanations that address scientifically oriented questions.
- Learners formulate *explanations* from evidence to address scientifically oriented questions.
- Learners evaluate their explanations in light of alternative explanations, particularly those reflecting scientific understanding.
- Learners communicate and justify their proposed explanations.

Implications of the Learning Model for Assessment Systems

The implications for an assessment system externally coherent with such an elaborated model of learning are profound. Assessments need to be designed to monitor the cognitive, socio-cultural, and epistemic practices of doing science by moving beyond treating science as the accretion of knowledge to a view of science that, at its core, is about acquiring data and then transforming that data first into evidence and then into explanations.

Socio-cultural and epistemic perspectives about learning reshape the construct of science understanding and inject a significant and alternative theoretical justification for not only what we assess, but also how we assess. The predominant arguments for moving to performance assessment have been in terms of consequential validity, what Glaser (1976) termed instructional effectiveness, and face validity—having students engage in tasks that look like valued tasks within a discipline. But using these tasks has often been considered a trade-off with assessment quality—the capacity to accurately gauge the knowledge and skills a student has attained. For example, Wainer and Thissen (1993), representing the classic psychometric perspective, calculated the incremental costs to design and administer performance assessments that would have the same measurement precision as multiple-choice tests. They estimated that the anticipated costs would be orders of magnitude greater to achieve the same measurement quality.

When the socio-cultural and epistemic perspectives are included in our models of learning, it becomes clear that the psychometric rationale is markedly incomplete. Smith, Wiser, Anderson, and Krajcik (2006)
note that “[current standards] specify the knowledge that children should have, but not practices—what children should be able to do with that knowledge” (p. 4). The argument of the centrality of practices as demonstrations of subject-matter competence implies that assessments that ignore those practices do not adequately or validly assess the constellation of coordinated skills that encompass subject-matter competence. Thus, the question of whether multiple-choice assessments can adequately sample a domain is necessarily answered in the negative, for they do not require students to engage and demonstrate competence in the full set of practices of the domain.

The Evidence-Explanation Continuum

What might an assessment design that does account for socio-cultural and epistemic perspectives look like? The example that follows is grounded in prior research on classroom portfolio assessment strategies (Duschl & Gitomer, 1997; Gitomer & Duschl, 1998) and in a “growth of knowledge framework” labeled the Evidence-Explanation (E-E) Continuum (Duschl, 2003). The E-E approach emphasizes the progression of “data-texts” (e.g., measurements to data to evidence to models to explanations) found in science, and it embraces the cognitive, socio-cultural, and epistemic perspectives. What makes the E-E approach different from traditional content/process and discovery/inquiry approaches to science education is the emphasis on the epistemological conversations that unfold through processes of argumentation.

In this approach, inquiry is linked to students’ opportunities to examine the development of data texts. Students are asked to make reasoned judgments and decisions (e.g., arguments) during three critical transformations in the E-E Continuum: selecting data to be used as evidence; analyzing evidence to extract or generate models and/or patterns of evidence; and determining and evaluating scientific explanations to account for models and patterns of evidence.

During each transformation, students are encouraged to share their thinking by engaging in argument, representation and communication, and modeling and theorizing. Teachers are guided to engage in assessments by comparing and contrasting student responses to each other and, importantly, to the instructional aims, knowledge structures, and goals of the science unit. Examination of students’ knowledge, representations, reasoning, and decision making across the transformations provides a rich context for conducting assessments. The advantage of this approach resides in the formative assessment opportunities for
students and the cognitive, socio-cultural, and epistemic practices that comprise “doing science” that teachers will monitor.

A critical issue for an internally coherent assessment system is whether these practices can be elicited, assessed, and encouraged with proxy tasks in more formal and large-scale assessment contexts as well. The E-E approach has been developed in the context of extended curricular units that last several weeks, with assessment opportunities emerging throughout the instructional process. For example, in a chemistry unit on acids and bases, students are asked to reason through the use of different testing and neutralization methods to ensure the safe disposal of chemicals (Erduran, 1999).

While extended opportunities such as these are not pragmatic within current accountability testing paradigms, there have been efforts to design assessment that can be used to support instructional practice consistent with theories much more aligned with emerging theories of performance (e.g., Pellegrino et al., 2001). However, even these efforts to bridge the gap between cognitive science and psychometrics have given far more attention to the conceptual dimensions of learning than to those associated with practices within a domain, including how one acquires, represents, and communicates understanding. Nevertheless, Pellegrino et al. is rich with examples of assessments that demonstrate external coherence on a number of cognitive dimensions, providing deeper understanding of student competence and learning needs. These assessment tasks typically ask students to represent their understanding rather than simply select from presented options. A mathematics example (Magone, Cai, Silver, & Wang, 1994) asks students to reason about figural patterns by providing both graphical representations and written descriptions in the course of solving a problem. Pellegrino et al. also review psychometric advances that support the analysis of more complex response productions from students. Despite the important progress represented in their work, socio-cultural and epistemic perspectives remain largely ignored.

Two recent reports (Duschl et al., 2006; National Assessment Governing Board [NAGB], 2006) offer insights into the challenge of designing assessments that do incorporate these additional perspectives. The 2009 National Assessment of Educational Progress (NAEP) Science Framework (NAGB, 2006) sets out an assessment framework grounded in (1) a cognitive model of learning and (2) a view of science learning that addresses selected scientific practices such as coordinating evidence with explanation within specific science contexts. Both reports take up the ideas of “learning progressions” and “learning per-
formances” as strategies to rein in the overwhelming number of science standards (National Research Council, 1996) and benchmarks and provide some guidance on the “big ideas” (e.g., deep time, atomic molecular theory, evolution) and important scientific practices (e.g., modeling, argumentation, measurement, theory building) that ought to be at the heart of science curriculum sequences.

Learning progressions are coordinated long-term curricular efforts that attend to the evolving development and sophistication of important scientific concepts and practices (e.g., Smith et al., 2006). These efforts recommend extending scientific practices and assessments well beyond the design and execution of experiments, so frequently the exclusive focus of K-8 hands-on science lessons, to the important epistemic and dialogic practices that are central to science as a way of knowing. Equally important is the inclusion of assessments that examine understandings about how we have come to know what we believe and why we believe it over alternatives; that is, linking evidence to explanation.

Given the significant research directed toward improving assessment practice and compelling arguments to develop assessments to support student learning, one might expect that there would be discernible shifts in assessment practices throughout the system. While there has been an increasing dominance of assessment in educational practice brought about by the standards movement, culminating in NCLB, we have not witnessed anything that has fundamentally shifted the targeted constructs, assessment designs, or communications of assessment information. We believe that the failure to transform assessment stems from the necessary but not sufficient need to address issues of consistency between methods for collecting and interpreting student evidence and operative theories of learning and development (i.e., external coherence).

In addition to external coherence, we contend that an effective system will also need to confront issues of the internal coherence between different parts of the assessment system, the pragmatics of implementation, and the flow of information among the stakeholders in the system. Indeed, we argue that the lack of impact of the work summarized by Pellegrino et al. (2001) and promised by emerging work in the design of learning progressions is due, in part, to a lack of attention and solutions to the issues of internal coherence, pragmatics, and flow of information.

In the remainder of this chapter, we present an initial framework to describe critical features of a comprehensive assessment system intended to communicate and influence the nature of student learning.
and classroom instruction in science. We include advances in theory, design, technology, and policy that can support such a system. We close with challenges that must be confronted to realize such a system.

Learning Theory and Assessment Design—Establishing External Coherence

Large-scale science assessment design has faced particular challenges because of the lack of any generally accepted curricular sequence or content. The need to sample content from a very broad range of potential science concepts led to assessments largely oriented toward the recall and recognition of discrete science facts. The basic logic was that such broad sampling would ultimately be a fair method of gauging students’ relative understanding of science content. This practice of assessment design was consistent with a model of science learning as the accretion of specific facts about different science concepts, with very little attention to scientific practices.

This general model of science assessment was met with dissatisfaction, particularly because of a lack of attention to practices critical to scientific understanding—most notably practices associated with inquiry, including theory building, modeling, experimental design, and data representation and interpretation. In fact, this type of assessment was in direct conflict with emerging models of science curriculum that emphasized science reasoning and deeper conceptual understanding, described in the previous section. Beginning in the 1980s, state science frameworks emphasized attention to a more comprehensive range of skills and understandings. A national consensus framework developed for the NAEP (National Assessment Governing Board, 1996) proposed a matrix that included the application of a variety of reasoning processes applied to the earth, physical, and life sciences (Figure 1).

Certainly, questions developed from these frameworks were quite a bit different from earlier questions. Assessment tasks were much more concerned with the understanding of concepts and systems rather than the recognition of definitions or recall of particular nomenclature (e.g., parts of a flower). Additional questions were developed that addressed skills associated with scientific investigation, such as the manipulation of variables in a controlled study or the interpretation of graphical data. Assessments even included what became known as “hands-on” performance tasks, in which students manipulated physical objects in laboratory-like activities to do such things as take measurements, record observations, and conduct controlled mini-experiments (e.g., Gitomer & Duschl, 1998; Shavelson, Baxter, & Pine, 1992).
Notable about these assessments was that, despite the apparent multidimensionality of the framework, process and content were treated almost completely distinctly. Although items that addressed investigative skills were posed within a science context, the demands of the task required virtually no understanding of the content itself. For example, Pine et al. (2006) studied a set of assessment tasks taken from the Full Option Science Series (FOSS). Examining four hands-on tasks, they demonstrated that performance on these and other investigative and practical reasoning assessment tasks could be solved through the application of logical reasoning skills independent of any significant conceptual understanding from biology, physics, or chemistry, concluding that general measures of cognitive ability explained task performance far more than any other factor, including the nature of the curriculum that the student experienced.

The FOSS tasks, as well as those that have appeared in national assessments such as NAEP, reflect an approach to assessment consistent
with a view of science learning as the disaggregated acquisition of content and practices. Indeed, in many classrooms, students are taught science based on such learning conceptions. They will encounter units on “the scientific process” or on “earthquakes and volcanoes.” The application and coordination of scientific reasoning processes and practices to understanding the concepts associated with plate tectonics, however, is a much less common experience (Duschl, 2003).

The most recent NAEP science framework for the 2009 assessment represents an attempt at a more integrated view that values both the knowing and doing of science (see Figure 2). While the content strands from the earlier framework remain stable, the process categories have been significantly restructured (NAGB, 2006). However, even this organization does not capture the coordinated and integrated cognitive, socio-cultural, and epistemic components of scientific practice. The impact of this framework ultimately will be determined by the extent

---

**FIGURE 2**

**NAEP ASSESSMENT MATRIX FOR 2009 ASSESSMENT**
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</tr>
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</tr>
<tr>
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</tr>
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<td></td>
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</tr>
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</tr>
<tr>
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</tr>
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</tr>
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<td>Performance Expectations</td>
</tr>
</tbody>
</table>
to which it will lead to substantively different tasks on the next NAEP assessment.

Emerging theories of science learning have benefited from a much clearer articulation of the development of reasoning skills, suggesting radically different instructional and assessment practices. Instructional implications have been represented in learning progressions (e.g., Quintana et al., 2004; Smith et al., 2006) describing the development of knowledge and reasoning skills across the curriculum within particular conceptual areas as students engage in the socio-cultural practices of science. Clarification of these progressions is critical, as current science curricular specifications and standards are seldom grounded in any understanding of the cognitive development of particular concepts or reasoning skills. These instructional sequences are responses to science curricula that have been criticized for their redundancy across years and their lack of principled progression of concept and skill development (Kesidou & Roseman, 2002).

A more integrated view of science learning is expressed in the recent NRC report articulating the future of science assessment (Wilson & Bertenthal, 2005). The report argues that science assessment tasks should reflect and encourage science activity that approximates the practices of actual scientists by embracing a socio-cultural perspective and the idea of legitimate peripheral participation, in which learning is viewed as increasingly participating in the socio-cultural practices of a community (Lave & Wenger, 1991). The NRC committee proposes models of assessment that engage students in sustained inquiries, sharing many of the social and conceptual characteristics of what it means to “do science.” Instead of disaggregating process and content, assessment designs are proposed that integrate skills and understanding to provide information about the development of both conceptual knowledge and reasoning skill.

Despite progress in science learning theory, curricular models such as learning progressions, and assessment frameworks, developing instructional practice coherent with these visions is no simple task. Coherence requires curricular choices to be made so that a relatively small number of conceptual areas are targeted for study in any given school year. If sustained inquiry is to be taken seriously, as embodied in the work on learning progressions, then large segments of the existing curricular content will need to be jettisoned. It is impossible to envision a curriculum that pursues the knowing and doing of science as expressed in learning progressions also attempting to cover the very large number of topics that are now part of most curricula (Gitomer, in press).
The implications for large-scale assessment are profound as well. Assessing constructs such as inquiry requires going beyond the traditional content-lean approach described by Pine et al. (2006). Assessing the doing of science requires designs that are much more tightly embedded with particular curricula. Making the difficult curricula choices that allow for an instructional and assessment focus is the only way external coherence with learning theory can be achieved.

More complex underlying learning theories require suitable psychometric approaches that can model complex and integrated performances in ways that provide useful assessment information. Rather than assigning single scale scores, psychometric models are needed that can represent the multidimensional aspects of learning embodied in the previous discussion. For this, the authors look to work on evidence-centered design (ECD) by Mislevy and colleagues (Mislevy & Haertel, 2006; Mislevy, Hamel et al., 2003; Mislevy & Riconscente, 2005; Mislevy, Steinberg, & Almond, 2002).

**Evidence-Centered Design (ECD)**

ECD offers an integrated framework of assessment design that builds on principles of legal argumentation, engineering, architecture, and expert systems to fashion an *assessment argument*. An assessment argument involves defining the construct to be assessed; deciding upon the evidence that would reveal those constructs; designing assessments that can elicit and collect the relevant evidence; and developing analytic systems that interpret and report on the evidence as it relates to inferences about learning of the constructs.

ECD has been applied to science assessments in the project Principled Assessment Designs for Inquiry (PADI) (Mislevy & Haertel, 2006; Mislevy & Riconscente, 2005). A key part of this effort has been to develop *design patterns*, which are assessment design templates that, like engineering design components, are intended to serve recurring needs, but have variable attributes that are manipulated for specific problems. Thus, the PADI project has developed design patterns for model-based reasoning with specific patterns for such integrated practices as model formation, elaboration, use, articulation, evaluation, revision, and inquiry. Each of the patterns has a set of attributes, some of which are characteristic of all instances and some of which vary. Design pattern attributes include the rationale; focal knowledge skills and abilities; additional knowledge skills and abilities; potential observations; and potential work products. So, for example, a template for *model elaboration* would consider the completeness of a model as one important piece
of observational evidence. Of course, how completeness is defined will vary with the science content and the sophistication of the students. ECD methods can certainly be used to examine socio-cultural claims, as tools, practices, and activity structures can be articulated in the templates. Although to date most ECD examples have focused on knowledge and skills from a traditional cognitive perspective, Mislevy (2005, 2006) has described how ECD can be applied to socio-cultural dimensions of practice such as argumentation.

This large body of work suggests that a new generation of assessments is possible, one that could address accountability needs yet also support instructional practice consistent with current models of science learning. Popham, Keller, Moulding, Pellegrino, and Sandifer (2005) propose a model that includes relatively comprehensive assessment tasks based on a two-dimensional matrix that crosses important concepts (e.g., characteristic physical properties and changes in physical science) with science-as-inquiry skills (e.g., develop descriptions, explanations, predictions; critique models using evidence). Such assessments become viable if agreements can be made on a relatively limited set of concepts to be targeted within an assessment. Persistent efforts to cover broad swaths of content with limited depth constrain the likelihood that Popham et al.’s vision will be realized.

Designing Assessment Systems—Internal Coherence

Even with an externally coherent system responsive to emerging models of how people learn science, educational systems, like other complex institutional systems, must grapple with multiple and often conflicting messages. Nowhere has this tension been more evident than in the coordination of the policies and practices of accountability systems with the practices and goals for classroom instructional practice. Honig and Hatch (2004) discuss the problem as one of crafting coherence, in which they provide evidence for how local school administrators contend with state and district policies that are inconsistent with other policies, as well as with the goals they have for classroom practice within their local contexts. Importantly, Honig and Hatch note that contending with these inconsistencies does not always result in a solution in which the various pieces fit together in a conceptually coherent model. Indeed, administrators often decide that an optimal solution is to avoid trying to bring disparate policies and practices into alignment. As Spillane (2004) has noted, there are also instances in which administrators simply ignore the conflict, despite its unsettling consequences for the classroom teacher.
The concept of crafting coherence can be applied generally to the coordination of assessment policies and practices. The tension between what is currently conceived of as assessment of learning (accountability assessment) with assessment for learning (formative classroom assessment) (Black & Wiliam, 1998) has been addressed by a variety of coherence models in the United States and abroad. We briefly review these models with examples, and summarize some of the outcomes associated with each of these potential solutions. We attempt to provide a perspective that characterizes prototypical features of these systems while recognizing at the same time that there have been, and will continue to be, schools and districts that have developed atypical but exemplary practices.

**Independent Co-Existence**

This represents what was long the traditional practice in U.S. schools, characterized by the idea that schools administered standardized assessments to meet accountability functions while not viewing them as particularly relevant to classroom learning. In fact, schools were often dismissive of these tests as irrelevant bureaucratic necessities. Certainly for many years accountability tests had very little impact on schools and educators, although the public held these tests in higher regard.

However, the lack of forceful accountability testing was not accompanied by particularly strong assessment practices in classrooms either. Whether formal classroom tests or teacher questions designed to uncover student insight, practice was characterized by questioning that required the recall of isolated conceptual fragments. Instances of eliciting, analyzing, and reporting student conceptual understanding and skill development were uncommon (see Gitomer & Duschl, 1998 for more details).

**Isomorphic Coherence**

With the passage of NCLB in 2001, independent co-existence was no longer viable. Isomorphic coherence builds on the idea that teaching to the test is a good thing if the test is designed to assess and encourage the development of knowledge and skills worth knowing (Frederiksen & Collins, 1989; Resnick & Resnick, 1991)—logic that has been embraced by testing and test-preparation companies and school districts alike.

The general approach involves publishers developing large banks of test items of the same format and content as items appearing on the
accountability tests. Students spend significant instructional time practicing these items and are administered benchmark tests during the year to help teachers and administrators gauge the likelihood of their meeting the passing (proficiency) standard set by the respective state. The net result is an internally coherent system in which the overlap between classroom practice and accountability testing is very significant.

The merit of this type of coherence has been argued vociferously. Advocates argue that such alignment provides the best opportunity for preparing all students to meet a set of shared expectations and for reducing long-standing educational inequities reflected in the achievement gap (e.g., National Center for Educational Accountability, 2006). Critics argue that this alignment has adverse effects on student learning, because of the inadequacy of the current generation of standardized tests in assessing and encouraging the development of knowledge and skills worth knowing (e.g., Amrein & Berliner, 2002a). In science education, critics are concerned that the current accountability tests reflect a limited and unscientific view and that preparing for such tests is a poor expenditure of educational resources. The socio-cultural dimensions of science learning are virtually ignored in these kinds of systems. Thus, even though they are internally coherent, these systems lack external coherence because of their lack of connection with theories of science learning.

In response to this criticism, Popham et al. (2005) propose a system, described earlier, in which accountability tests are constructed from tasks that are much more consistent with cognitive models of learning and performance. They propose tasks that are drawn from a greatly reduced set of curricular aims, are consistent with learning theory, and are transparent and readily understood by teachers. Inherent to the Popham et al. approach is an instructional system featuring a curriculum that lines up with the recommendations of Wilson and Bertenthal (2005).

**Organic Accountability**

Organic models are ones in which the assessment data are derived directly from classroom practice. The clearest examples of organic accountability are the variety of portfolio systems that emerged during the 1980s (e.g., Koretz, Stecher, & Deibert, 1992; Wolf, Bixby, Glenn, & Gardner, 1991). Portfolio systems were developed to respond to the traditional disconnect between accountability and classroom assessment practices. The logic behind these systems was that disciplined judgments could be made about student work products on a common set of
broad dimensions, even when the work differed significantly in content. In education, these kinds of judgments had long been applied to art shows, science fairs, and musical competitions.

Perhaps the most ambitious system was the exhibition model developed by the Coalition of Essential Schools (CES) (McDonald, 1992). In this model, high school students developed a series of portfolios to provide cumulative evidence of their accomplishment with respect to a set of primary educational objectives. One CES high school set objectives such as communicating, crafting, and reflecting; knowing and respecting myself and others; connecting the past, present, and future; thinking critically and questioning; and values and ethical decision making. For each objective, potential evidence was described. For example, potential evidence for connecting the past, present, and future included:

- Students develop a sense of time and place within geographical and historical frameworks.
- Students show that they understand the role of art, music, culture, science, math, and technology in society.
- Students relate present situations to history, and make informed predictions about the future.
- Students demonstrate that they understand their own roles in creating and shaping culture and history.
- Students use literature to gain insight into their own lives and areas of academic inquiry. (CES National Web, 2002).

Portfolios based on these objectives were then shared, and an oral presentation was made to an audience of faculty, other students, and external observers. Often, students needed to further develop their portfolio to satisfy the criteria for success. Quite apparent in these portfolio requirements is the dominant focus on the socio-cultural dimensions of learning.

Ironically, the strength of the organic system also led to its virtual demise as an accountability mechanism. When assessment evidence is derived from classroom practice, student achievement cannot be partitioned from the opportunities students have been given to demonstrate learning. Portfolio data provides a window into what teachers expect from students and what kinds of opportunities students have had to learn. To many, true accountability requires an examination of opportunity to learn (Gitomer, 1991; Shepard, 2000). LeMahieu, Gitomer, and Éresh (1995) demonstrated how district-wide evaluations of portfolios could shed light on educational practice in writing classrooms.
Koretz et al. (1992) concluded that statewide portfolios were more valuable in providing information about educational practice than they were in satisfying the need for making judgments about whether a particular student had achieved at a particular level.

Indeed, the variability in student evidence contained in the portfolios made it very difficult to make judgments about the relative learning and achievement of individual students. Had a student been asked to provide different evidence or held to different expectations by the teacher, the portfolio of the very same student might have looked radically different. And the fact that the portfolio made these differences in opportunity so much more transparent than did traditional “drop-in from the sky” (Mislevy, 1995) assessments also challenged the ability to provide assessment information that met psychometric standards.

The desirability of organic systems has much to do with perceptions of accountability (cf. Shepard, 2000), as well as whether there is sufficient trust in the quality of information yielded by the organic system (e.g., Koretz et al., 1992). Certainly the dominant perspective today is to provide individual scores that meet standards of psychometric quality. This has led, in the age of NCLB, to the virtual abandonment of organic models as a source of accountability.

**Organic Hybrids**

These hybrid models are ones in which accountability information is drawn from both classroom performance and external high-stakes assessments. Major attempts at operational hybrids include the California Learning Assessment System (California Assessment Policy Committee, 1991), the New Standards Project (1997), and the Task Group on Testing and Assessment in the United Kingdom (Nuttall & Stobart, 1994). These efforts all included classroom generated portfolio evidence along with more standardized assessment components. The impetus was to combine the broad evidence captured by the portfolio with more psychometrically defensible traditional assessments in order to represent both the cognitive and socio-cultural dimensions of learning.

In each case, the portfolio effort withered for a combination of reasons. First, as was true for organic approaches, the “opportunity to learn” impact on portfolio outcomes made inferences about the student inescapably problematic (Gearhart & Herman, 1998). Second, when there was conflicting information from the two sources of evidence, standardized assessment evidence inevitably trumped portfolio evidence.
(e.g., Koretz, Stecher, Klein, & McCaffrey, 1994). Despite the fact that the two evidence sources were oriented toward different types of information, the quality of evidence was judged as if they were offering different lenses on the same information. This inevitably put the portfolio in a bad light, because it is a much less effective mechanism for determining whether students know specific content and/or skills, although it has the potential to reveal how well students can perform legitimate domain tasks while making use of content and skills. Finally, the portfolio emphasis decreased because of financial, operational, and sometimes political constraints (Mathews, 2004).

An Alternative: The Parallel Model

Taken together, each of the models discussed above has failed to become a scalable assessment system consistent with desired learning goals because it fell short on at least one but typically several of the criteria that are critical for such a system:

- theoretical symmetry or external coherence (models with an impoverished view of the learner);
- internal coherence between different parts of the assessment system (models in which the summative and formative components of the system are not aligned);
- pragmatics of implementation (models that are unwieldy and too costly); and
- flow of information among the stakeholders in the system (models in which inconsistent messages about what is valued are communicated between stakeholders).

In this section, we outline the characteristics of a system that can be externally and internally coherent, which aligns with the conceptual work that has been presented in Wilson and Bertenthal (2005), Popham et al. (2005), and Pellegrino et al. (2001). Their work, among others, describes assessment systems that can be externally coherent by including cognitive structures, scientific reasoning skills, and socio-cultural practices in integrated assessment activities.

However, we argue that, in order for such assessment systems to be internally coherent and scalable, far more attention needs to be paid to issues of pragmatics and information flow than has been the case in discussions of future assessment design. Pragmatic aspects of assessment refer to tractable solutions to existing constraints. The model we propose does not assume a radical restructuring of schools or policy.
Our attempt is to put forth a system that can significantly improve assessment practice within the current educational environment.

We begin with a set of assumptions about the design of an assessment system that includes components to be used for both accountability purposes and in classrooms. While this is sometimes referred to as a summative/formative dichotomy, it is our intention that information for policymakers ought to be used to shape instructionally related policy decisions and therefore, serve a formative role at the district and state levels as well.

The two components are separate, yet parallel in nature. By separate, we accept the premise (e.g., Mislevy et al., 2002), that different assessments have different purposes, and that those purposes should drive the architecture of the assessment. Trying to satisfy both formative and summative needs is bound to compromise one or both systems. Accountability instruments are designed to provide summary information about the achievement status of individuals and institutions (e.g., schools) and are not well suited for supporting particular diagnoses of students’ needs, which ought to be the province of classroom-based assessments and formative classroom tools.

Requirements

Nevertheless, the systems need to be parallel in two important ways. They need to be built on the same underlying theory of learning. In science, this means a theory that takes into account cognitive, sociocultural, and epistemic aspects of learning. They also need to share, in large part, common task structures. The summative assessment ought to provide models of assessment tasks that are designed to support ambitious models of learning.

A further assumption is that the majority of assessment tasks will be constructed-response. If the goal is to gauge students’ abilities to generate explanations, provide representations, model data, and otherwise engage in various aspects of inquiry, they must show evidence of “doing science.”

The next assumption is that there will be an agreed upon focus on major scientific curricular goals, as argued by Popham et al. (2005)—a circumstance requiring substantial changes in educational practice in the United States. There does seem to be an emerging consensus for the first time, however, that this narrowing and deepening of the curriculum is the appropriate road for the future of science education (e.g., Wilson & Bertenthal, 2005).
A final assumption is that the assessment design, psychometric analysis, and reporting of results will be consistent with the underlying learning models; that is, that they will provide information to all stakeholders to make the model of science learning transparent. Reports will go beyond providing a scalar indicator to providing descriptions of student performance that are meaningful status reports with respect to identified learning goals.

**Constraints**

Even if richer theories of science learning were embraced, and curricular objectives became more widely shared and focused, there remain two powerful constraints that can inhibit the development of a coherent assessment system. The first is time. While accountability testing time varies across grades and states, the typical practice is that subject matter testing consists of a single event of one to three hours. Once such a constraint is in place, the options for assessment design decrease dramatically. If one moves to a large proportion of constructed-response tasks, it becomes highly problematic to sample the entire domain.

The second constraint is cost. Most systems that use constructed-response tasks rely on human raters, which has made the cost of scoring these tasks very daunting (Office of Technology Assessment, 1992; Wainer & Thissen, 1993; Wheeler, 1992). If we are to move to an assessment system with a very high preponderance of constructed-response tasks, the cost issue must be confronted.

Researchers at the Educational Testing Service (ETS) are currently working on an accountability system model that addresses these two constraints directly. Time issues are mitigated by multiple administrations of the accountability assessment during the school year. Each administration consists of an assessment module involving integrated tasks that are externally coherent. With multiple administrations, it now becomes possible to include complex tasks consistent with models of learning that will also yield psychometrically defensible information.

Of course, this model also involves significantly more testing, which is apt to be criticized. Acknowledging the concern about overtesting our youth, there are several important potential advantages of proceeding in this way. First, if the assessment tasks are truly worthy of being targets of instruction, then the assessments and preparation for them can be valuable. The second advantage to the distributed model is that students and teachers are able to gauge progress over the course of the year, rather than wait for results from a one-time, end-of-year admin-
establishing multilevel coherence in assessment. A third advantage being considered is the opportunity for students to retake alternate forms of particular modules to demonstrate accomplishment. If educational policy calls for a model in which students truly do not get left behind, then it seems reasonable for students to continue to work to meet the performance objectives set forth by the system.

We plan to address the cost constraint through rapid progress being made in the development of automated scoring engines for constructed-response tasks (e.g., Foltz, Laham, & Landauer, 1999; Leacock & Chodorow, 2003; Shermis & Burstein, 2003; Williamson, Mislevy, & Bejar, 2006), which offer the potential to drastically decrease the cost differential between item formats that is primarily attributable to the cost of human scoring. It is important to note that although automated tools can be used to support teachers in classrooms, these scoring approaches are concentrated primarily in supporting accountability testing. We envision teachers using good assessment tasks to structure classroom interactions to provide rich information about student understanding. However, the teacher would be responsible for management and analysis of this assessment information—control would not be handed off to any automated systems. The current state of technology requires that automatically scored assessments be administered via computer, typically increasing test administration costs. But as computing resources become ubiquitous in schools, and as administration occurs over the Internet, those cost differentials should continue to decline, even to the point where computer delivery is less costly than all of the logistical costs associated with paper-and-pencil testing.

With these constraints addressed, we envision the accountability portion of the assessment to be structured as seen in Figure 3. Several aspects are worthy of note. Over the course of the school year, the accountability assessment is administered under relatively standardized conditions in a series of periodic assessments. These assessments are designed in light of a domain model that is defined by learning research, as well as their intersection with state standards. Results from these tasks are reported to various stakeholders at appropriate levels of granularity. Students, parents, and teachers receive information that reflects specific profiles of individual students. Different levels of aggregated information are provided to teachers and school and district administrators to support their respective decision making requirements, including decisions about professional development and instructional/curricular policy. The results are then aggregated up to meet state-level accountability
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**Figure 4**
The Classroom Component of a Coherent Assessment System
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demands. At all levels of the system, however, the same underlying learning model, in consideration of state standards, is operative. Reports will be designed to enhance the likelihood that educators at all levels of the system are working within the same framework of student learning, a condition that is not typically found in schools (Spillane, 2004) or supported by evidence in the system (Coburn et al., in press).

The parallel classroom system is presented in Figure 4. The same underlying model of learning, contributing to internal coherence, also drives this system. However, specific classroom tasks are invoked for particular students, as determined by the teacher on the basis of accountability test performance as well as his or her professional judgment. Tasks include integrated tasks that are foundational to the domain, as well as tasks that may be targeted at clarifying specific aspects of student understanding or performance. The information from the formative system is used only to support local instructional decision making—it provides no information to the parallel but separate accountability system.

Challenges to the Parallel System

Certainly, realizing the vision of the parallel system presents numerous challenges, many of which have been identified throughout the chapter. These include clarification of the underlying learning model and making deliberate curricular choices for focus. Fully solving the pragmatic constraints will be nontrivial as well. Implementing a distributed system will require substantial changes for teachers, schools, and districts. In order to make this work, the perceived payoff will have to seem worth the effort. Solving the cost issue for scoring is not a given either.

While tremendous progress has been made in automated processing of text and other representations, there is still much progress to be made in order to have a fully defensible and acceptable automated scoring system that can be used in high-stakes accountability settings. There are numerous psychometric issues, as well, involved in the aggregation of assessment information over time, the impact of curricular implementation on assessment module sequencing, the interpretation of results under different sequencing conditions, and the handling of retesting. However, if we can successfully address these issues, we have the potential to support decision making throughout the educational system that is based on valid assessments of valued dimensions of student learning.
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NOTES

1. Our approach is to accept the basic assumptions of NCLB and propose a system that can meet those assumptions, while also contributing to effective teaching and learning. Therefore, we do not challenge the idea of each student receiving an individual score in the assessment system. Nor do we challenge the basic premise of large-scale standardized testing as the primary instrument in the accountability process. Certainly, provocative challenges and alternatives have been raised, but we do not pursue those directions in this chapter.

2. Research and development work in building these systems is currently being pursued at Educational Testing Service.

3. Note that systems such as those used in Queensland, Australia (Queensland School Curriculum Council, 2002) include classroom-generated information in judgments of educational achievement. However, these models conduct audits of schools that sample performance to ensure that standards are being interpreted as intended. This type of model does not attempt to merge the different sources of information about achievement into a unified assessment program.

4. Another strategy to reduce cost and testing time is to use matrix sampling, in which any one student is tested on a relatively small portion of the assessment design. While matrix sampling is useful for making inferences about groups of students, it cannot be used to assign unique scores to individuals and is not acceptable under the provisions of NCLB.

REFERENCES


